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Abstract
The behavior of the quark-gluon plasma created in a heavy-ion collision can
be modeled well with fluid-dynamics. Event-by-event simulations, however,
can become computationally very expensive if one aims to reach an arbitrarily
high level of precision to compare to the experimental data. Making use of
a background-fluctuation splitting approach employing statistically averaged
initial conditions and linearized fluid-dynamic equations saves computation
time. However, the background field approach with its linear approximation
of the Equation of State can become inaccurate in more peripheral collisions,
where fluctuations are stronger. It is examined if the range of applicability of
the background-fluctuation splitting approach can be widened by introducing
a free-streaming pre-equilibrium evolution. To investigate this, the evolution
of the fluctuation fields are observed, in order to verify that they decrease as
expected with free streaming time. Further, the impact of the free-streamed
initial conditions on total energy and total entropy is studied in different cen-
trality classes for different free streaming times. The results for total energy
and total entropy are compared with proper event-by-event simulations.
Moreover, a free-streaming+hydro approach is used to investigate the impact
on mean particle transverse momentum and mean particle multiplicity in de-
pendence of centrality and free-streaming time.



Zusammenfassung
Das Verhalten des Quark-Gluon-Plasmas, das bei einer Schwerionenkollision
entsteht, lässt sich mithilfe von Hydrodynamik gut modellieren. Eine ”event-
by-event” Simulation kann jedoch sehr rechenintensiv werden, wenn man
eine beliebig hohe Genauigkeit im Vergleich zu den experimentellen Daten
erreichen will. Die Verwendung eines Ansatzes zur Aufspaltung der Hin-
tergrundfluktuation, unter Verwendung statistisch gemittelter Anfangsbedin-
gungen und linearisierter hydrodynamischer Gleichungen, spart erheblichen
Rechenaufwand. Der Ansatz mit seiner linearen Annäherung der Zustands-
gleichung kann jedoch bei peripheren Kollisionen, bei denen die Fluktuationen
stärker sind, ungenau werden. Es wird untersucht, ob der Anwendungsbere-
ich der Hintergrundfluktuation Aufspaltung durch die Einführung einer ”free
streaming” Phase, vor dem Einstellen des thermischen Equilibriums, erweitert
werden kann. Um dies zu untersuchen, wird die Entwicklung der Fluktua-
tionsfelder beobachtet, um zu überprüfen, ob sie wie erwartet mit der ”free
streaming” Zeit abnehmen. Außerdem wird untersucht, was die Auswirkungen
verschiedener ”free streaming” Zeiten auf die Gesamtenergie und die Gesam-
tentropie der entwickelten Anfangsbedingungen in verschiedenen Zentralität-
sklassen ist. Die Werte für Gesamtenergie und Gesamtentropie werden mit
denen vergleichen, die man in ”event-by-event” Simulationen erhält. Darüber
hinaus wird eine ”free streaming”- und hydrodynamische Phase kombiniert,
um die Auswirkungen auf den mittleren Transversalimpulses und die mittlere
Teilchenmultiplizität der Teilchen in Abhängigkeit der Zentralität und der
”free streaming” Zeit zu untersuchen.
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1 Introduction

Scales play a fundamental role in physics. If one wants to study the behavior of a system,
it is vital to provide the governing scales (energy, length, time, etc.) that are connected
to it.
This thesis is written in the scope of high energy physics, where the behavior of matter
on very high energy scales is studied. To be more specific, it is about one of the most
extreme forms of matter that is known to us so far. It has been found, that with increas-
ing temperature (and therefore energy) matter can not be present in its hadronic form
anymore [1]. Instead, there is a new phase, called Quark Gluon Plasma (QGP), where it
is expected that quarks and gluons can propagate freely in the system [2]. The existence
of QGP was verified for the first time on the 10th February 2000 at CERN [3]. To shed
light on this so called “deconfinement” of matter, it is necessary to explain the concept
of confinement, which is connected to the Standard Model.

1.1 The Standard Model and deconfinement

The Standard Model forms a theoretical background which describes how matter is formed
by elementary particles and how those elementary particles interact with each other.

Figure 1: Table of elementary particles included in the Standard Model. In violet the quarks,
in green the leptons, in red the gauge bosons and in yellow the Higgs boson. Generations of

Fermions are denoted with I, II and III (image adapted from [4])
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The model distinguishes 4 groups of particles: The quarks, the leptons, the gauge bosons
and the Higgs particle, which is the only scalar boson.
Each particle has a unique ensemble of conserved quantities, such as rest mass, spin, and
charges. The gauge bosons are the so-called force carriers and mediate the interaction be-
tween the particles. There are three fundamental forces that can be expressed with those
particles. The strong interaction is carried by the gluons, the electromagnetic interaction
by the photons and the electroweak interaction via the Z and W bosons. Each of those
bosons couple to a specific charge. The gluons couple to the color charge, the photons
couple to electric charge, and the W and Z boson couple to weak isospin and weak charge.

Typically, it is assumed that there are four fundamental forces, three of which are in-
cluded in the standard model by the gauge bosons. Gravity however is not part of the
standard model and this is one of the reasons the standard model does not qualify as a
unified theory, however, it is one of the most accurate theories so far (more information
on the standard model e.g., [5]).

It will now be focused on the strong interaction to describe confinement. The only el-
ementary particles which carry color charge are the quarks and the gluon itself. There
are three kinds of color charges “red”, “blue” and “green” and their respective anti-color.
Quarks are never found free and are always found in bound “color-neutral” states, such
as three quark states called the “baryons” with charges red, blue, and green or two quark
states called the “mesons” with a color and an anti-color, this is what is called “confine-
ment” [5].
One can picture such systems as a collection of quarks connected via strings [6]. If one
now tries to separate those quarks, energy has to be applied to the system in order to
stretch the strings.
At some point, the applied energy to the system is so high that a pair-production is pos-
sible in which color is conserved, thus resulting in additional bound color-neutral states
(see Fig. 2). In this process, no free quark is released. However, with rising temperature,
a phase transition occurs where the quarks are liberated due to string condensation [2]. A
lot of research is still conducted in order to shed light on the phenomenon of confinement
and deconfinement.
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Figure 2: Confinement in the string model shown as example on a meson. In this figure, blue
and red describe the color and anti-color (figure adapted from [7])

1.2 Heavy Ion Collisions

To experimentally probe QGP, a tremendous amount of energy density is needed to pro-
vide sufficiently high temperatures for it to even form. The critical temperature, over
which no hadronic matter can form, is 154MeV [1, 8]. To introduce high energies into a
very small volume, the high kinetic energy in particle colliders can be used. Due to their
very high mass and thus collision energy, heavy ion collisions are especially suitable.
The LHC (Large Hadron Collider) at CERN is one of the few colliders in the world that
can actually realize such conditions. Another hurdle to be overcome is the measurement
itself, even though QGP might be produced at a collision point, it can not be directly
measured due to its very short lifetime.
What can be measured, are the particles, that are produced in the collision. The measure-
ment of particle species multiplicity (multiplicity refers to the number of particles yielded
in a collision) and their momentum can give broad insight in the evolution and proper-
ties of QGP. In order to accurately measure the produced particles and their momenta
in heavy ion collisions, extremely accurate detectors are used. The experiment at LHC,
which is specifically designed for the high multiplicities present in heavy ion collisions, is
ALICE (A Large Ion Collider Experiment). In the course of this thesis, data acquired
by the ALICE detector at Lead-Lead collision energy of 2.76TeV √

sNN (nucleon-nucleon
invariant mass) will be used in order to draw comparisons to simulation results.

At collision energies of 2.76TeV
√
sNN , the two ions collide with nearly the speed of
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light. A useful measure of velocity not only for the beam, but also for emerging particles,
can be introduced by defining rapidity

Y = arctanh(β‖) (1)

with β‖ being the velocity in beam direction. This quantity is additive with respect to
Lorentz boosts along the beam axis.
At mid-rapidity and at √

sNN=2.76TeV, one beam would have a rapidity of Y =7.99

When hitting each other, each beam looses about 2 units [9] of rapidity. This means,
that they are not stopped completely, but rather fly through each other and during this
process deposit a lot of energy in the collision-point of the detector.

Formation and evolution of the QGP

Right after impact, the excited volume needs time to equilibrate, or to thermalize, which
means that after a proper time τ the system switches from a deconfined non-thermalized
state into one with local thermal equilibrium. The thermalized matter can be described
via hydro dynamics as a plasma with deconfined quarks and gluons. The thermalization
is expected to occur in a time τ ≤1fm [10].

After thermalization, the system evolves in the form of the QGP and expands until it
falls bellow the critical temperature Tc and freezes out. This process, where the quarks
and gluons recombine to form hadronic states, is called ”Hadronization”. The newly pro-
duced hadron resonances interact with each other via strong elastic and inelastic collisions.

After further expansion of the hadron resonance gas, the inelastic interactions cease and
the abundance of particle species (particle resonances) is fixed. This is called the “chemical
freeze-out” and happens at a temperature Tch, which is close to the critical temperature
Tc [1].

At even lower temperature after expansion, the hadron gas becomes so sparse, that also
the elastic interactions stop. This temperature is called the kinetic freeze-out Tkin. At
this point on, the momentum distribution of the particles are fixed. Subsequently, the
particles fly outward and are measured by the detector.
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1.3 Describing experimental data with models

For every collision, that is recorded by the experiment, the number of charged particles
and their momenta are determined. However, the collisions differ in their overall charged
particle yield and can be divided into groups of similar charged particle yields called
centrality classes. The centrality classes are usually defined in percent (see Fig. 3). Thus,
0-5% defines for example the most central collisions. In those centrality classes, one can
determine the mean values of particle species multiplicity or particle species momentum,
which are suited for the comparison to simulated data.

Figure 3: Probability to charged particle multiplicity recorded in the TPC (Time Projection
Chamber) of ALICE (figure from [11])

When developing a model for heavy ion collisions, one can mimic the phases described
before in section 1.2. An impact model will simulate the collision of the two nuclei, and
the deposition of energy. There are initial condition models, which provide a simulation
in 3 dimensions, but also initial condition models, which simulate 2-dimensional fields.
Further, not only energy deposition, but also momentum distribution can be provided by
some models. A very simple model, which still gives a good prediction of data, is the
Glauber model [12]
The pre-equilibrium is sometimes simulated using dynamical initial condition models,
such as the IP-Glasma model [13]. In some cases, the pre-equilibrium is neglected due to
the short time of influence it has on the dynamics of the system (τ ≤1fm). However, it has
been shown that pre-equilibrium effects can exert a non-negligible influence on subsequent
dynamics [14].
The state of the system after thermalization is then further evolved using a hydrodynamic
model until the fluid reaches the critical temperature. The hadronization is carried out
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using the hadronization model, which in some cases implements the dynamics of the soft
and hard scattering of the hadron resonance gas. The simulation is carried out event-by-
event and is subsequently sorted into centrality classes. The results for observables from
these classes can be compared to experimental results. A graphical representation of the
procedure can be seen in Fig. 4

Figure 4: Structure of event-by-event simulations of heavy ion collisions

1.4 Scope and structure of the thesis

For this thesis, the initial condition model TRENTo (see section 2.2) is employed. The
hydrodynamic model Fluidum (see section 2.5) is used for the hydrodynamic evolution
(and the Cooper-Frye formula [15] for the freeze-out). To this point, the pre-equilibrium
has been neglected for this procedure. The thesis will investigate the influence of the
pre-equilibrium using a free streaming approximation of the dynamics (see section 2.3).
The influence on total energy and entropy will be studied without specifying the exact
execution of the hydrodynamic phase, but it will be taken into account that in Fluidum
a background-fluctuation splitting approach is considered. Comparison to an event-by-
event approach will be drawn (see section 3.1). Further, the influence on charged particle
multiplicity and charged particle mean momentum will be investigated using Fluidum,
and utilizing experimental results from ALICE as a reference (see section 3.2).
First, the models and the physical background used in the thesis will be explained. Then,
the analysis will be carried out, and the results will be discussed.
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2 Underlying Physics and Models

2.1 Equation of State

In order to find a thermodynamic description of a system, knowledge about its statisti-
cal behavior is required. In thermodynamic equilibrium, the statistical behavior can be
expressed using the partition function Z, which describes the thermodynamic properties.
With the partition function given, the Equation of State can be derived. The Equation
of State connects thermodynamic quantities such as temperature, pressure, energy, etc.
to each other.
For the thermodynamic description of the quark gluon plasma, the (2+1)-flavor QCD
Equation of State [8] can be used, which is derived from lattice QCD calculations and
well applicable in the temperature range of T ∈ [130 − 400]MeV . The pressure is given
by

p(T )

T 4
= exp

[
− c2

(T/Tc)
− d2

(T/Tc)
2

][ (
16+ 21

2
Nf

)
π2

90
+ a1

(
Tc

T

)
+ a2

(
Tc

T

)2
+ a3

(
Tc

T

)3
+ a4

(
Tc

T

)4
1 + b1

(
Tc

T

)
+ b2

(
Tc

T

)2
+ b3

(
Tc

T

)3
+ b4

(
Tc

T

)4
]

(2)

a1 −0.752335 a2 −1.8151 a3 −2.83317 a4 4.20517 c 0.547521

b1 −1.68716 b2 7.83336 b3 −13.3421 b4 9.22752 d 0.0148163

Here Tc ≈ 154MeV is the critical temperature and Nf = 3 is the number of free quarks
that are considered.
From Equ.(2), other thermodynamic quantities such as the energy density ε and the
entropy density s can be derived. For large homogeneous media and vanishing Quark
chemical potential, the QCD lattice system can be described using the grand canonical
potential [16], which is connected to the partition function by ΦG = −T · ln(Z)), leading
to the equation

ε(T )− 3p(T )

T 4
= T

∂

∂T
(p(T )/T 4) ⇔ ε(T )

T 4
= T

∂

∂T
(p(T )/T 4) +

3p(T )

T 4
. (3)

This can be used in conjunction with s(T ) = (ε(T ) + p(T ))/T (the Euler relation) to
derive the link between p and ε or s. Due to the fact that the resulting functions ε(T )

and s(T ) are strictly monotonically increasing, we can numerically define an interpolation
function between ε(T ) and s(T ).
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2.2 TRENTo

TRENTo is a Monte Carlo model, which is able to simulate the deposition of entropy in a
collision between a variety of ion pairs such as proton-proton collisions, Pb-Pb collisions,
etc., but also the collisions of unequal ions such as Pb-p [17]. It is able to describe the
entropy or energy deposition in the transverse plane (which is the plane that has its nor-
mal vector parallel to the beam direction).

Two projectiles, A and B are considered, which collide along the beam axis z. The
position of the nucleons in both projectiles is sampled from a nucleon distribution, such
as the Woods-Saxon distribution. Subsequently, via a probability distribution, the nucle-
ons which take part in the collision i.e., the participants are chosen. For each participant
i with the position (xi, yi, zi), a participant thickness is defined

Ti(x, y) = wi

∫
dzρproton(x− xi, y − yi, z − zi) (4)

where wi is an additional random weight factor drawn from a gamma distribution of unit
mean and ρproton is the spatial distribution of one proton. The sum of Ti of all participants
in A will give the thickness function TA, the same holds for B. Finally, a reduced thickness
function f(x, y) is defined, which is assumed to be proportional to the deposited energy
or entropy density. For the scope of this thesis, it is assumed that f ∝ dS/dy|τ0 .
The reduced thickness function is defined as a generalized mean

f = TR(p;TA, TB) =

(
T p
A + T p

B

2

)1/p

(5)

where p is chosen, to best describe the data. Note, that the form of the function allows
for a scaling of the thickness functions cTA and cTB which will result in TR(p; cTA, cTB) =

cTR(p;TA, TB). This freedom of an additional scaling parameter allows relating the re-
duced thickness to a physical value of entropy dS/dy|τ0 = cTR(p;TA, TB).

The TRENTo package can be found here [18].
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2.3 Free Streaming

For a simple model of the early evolution of the non thermalized QGP a free streaming
approach can be considered [10, 14]. The model gives an approximation of the transport
of energy density. The initial energy density is seen as a field of massless partons. The
initial transverse momentum distribution is assumed to be locally isotropic. A collisionless
Bolzmann equation

pµ∂µf(x, p) = 0 (6)

is employed in order to describe the evolution of the parton density field. In other words, a
parton created in the collision at proper time τ0 propagates in a given direction without in-
teraction at the speed of light until the free streaming phase stops at the switching time τs.

For the system at hand, an appropriate set of coordinates is chosen:

Time is given by longitudinal proper time τ =
√
t2 − z2. Therefore, the space-time

hypersurface described by choosing a longitudinal proper time τ connects each spatial
point at the beam axis to the local time of the lab frame. Note that the two proper times
τ0 and τs introduce a duration τs − τ0 which is invariant of longitudinal boost. Therefore,
each co-moving (reduced to longitudinal direction) reference frame experiences the same
duration of free streaming evolution.
To describe spatial positions and movement, the system is separated into the transverse
plane and longitudinal axis. Position on the transverse plane is given by the Cartesian
coordinates xT , while movement on the transverse plane is given in polar coordinates of
the momentum pT = pT ·(cosh(Y ), cos(φp), sin(φp)). Note that due to the vanishing mass
of the partons, the velocity is directly connected to the momentum by

vT = (cos(φp), sin(φp)) (7)

Position on the longitudinal axis is given by the space-time rapidity ηs =
1
2
ln[(t+z)/(t−z)]

and movement by rapidity Y = 1
2
ln[(E + pz)/(E − pz)], which is a rewritten form of (1).

Dynamics

As stated before, the initial condition is seen as a density n of partons which now is
dependent on position and dependent on the parton momentum n(xT , yT , η, pT , φp, Y, τ0).
When only looking at the central rapidity region, one can assume boost invariance, and
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can neglect η and Y .
Now for the density of partons n(xT , yT , φp, pT , τs) on the transverse plane, due to the
non-interacting nature of the partons this density can be related to the initial density at
τ0 via the equation

n(xT , yT , φp, pT , τs) = n(xT − (τs − τ0) · cos(φp), yT − (τs − τ0) · sin(φp), φp, pT , τ0) (8)

using the fact that in the co moving transverse plane the velocity of those partons is given
by Equ. (7) for all particle momenta pT .
In relativistic dynamics, the energy density is described as part of the symmetric stress
energy tensor T µν . The stress energy tensor can be calculated from the density distribution
n with the equation (see [10])

T µν(xT , yT , Y = 0, τs) =

∫
dpTdφpp

µ
Tp

ν
Tn(xT−(τs−τ0)·cos(φp), yT−(τs−τ0)·sin(φp), φp, pT , τ0)

(9)
A factorization approach can be applied to the particle distribution, so that

n(xT − (τs − τ0) · cos(φp), yT − (τs − τ0) · sin(φp), φp, pT , τ0) (10)

= n(xT − (τs − τ0) · cos(φp), yT − (τs − τ0) · sin(φp), φp, τ0) (11)

·f(xT − (τs − τ0) · cos(φp), yT − (τs − τ0) · sin(φp), pT , τ0) (12)

with f defining the distribution of momentum magnitude.
In the very simple case where this distribution is independent on the spatial position, we
can simplify Equ. (9) to

T µν(xT , yT , Y = 0, τs) (13)

=

∫ ∞

0

dpTf(pT )p
2
T ·
∫ 2π

0

dφpp̂T
µp̂T

νn(xT − (τs − τ0) · cos(φp), yT − (τs − τ0) · sin(φp), φp, τ0)

(14)

with p̂T = pT/pT .
To account for longitudinal expansion, the tensor is scaled with a factor of 1/(τs − τ0),
which arises from the Bjorken flow [19].

The free streaming package used in this thesis can be found here [20].
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2.4 Landau Matching Procedure

Let us consider now a field of stress energy tensors T µν(xT , yT , Y = 0, τs) which describe
the state of the system at the proper time of the transition from pre-equilibrium to fluid
phase. The fluid after the transition is in local equilibrium. Furthermore, by transition-
ing to a fluid, quantities like pressure, fluid velocity and transport coefficients have to be
introduced. This is captured by the Landau Matching Procedure.
To understand this procedure, one has to understand the properties of the system, hence
also the stress energy tensor T µν . In the following section, the Landau matching will be
explained for a 4× 4 stress energy tensor. Note that for the application in this thesis we
can neglect one spatial direction, i.e. the beam direction.

The components of T µν are bound to specific physical properties of the system (see Fig.
5), that generally also constrain it to be symmetrical.

Figure 5: Structure of the stress energy tensor Tµν

As an example for the ideal fluid at rest one finds, that the stress energy tensor has the
form

T µν =


ε 0 0 0

0 p 0 0

0 0 p 0

0 0 0 p

 (15)

The tensor can be transformed using an element Λ of the Lorenz group with its time
component uµ. When transformed out of the rest frame using Λ the tensor can be written
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as

T µν = εuµuν + p (uµuν + gµν) (16)

with ε as the energy density and p the pressure. In viscous fluid dynamics, the stress-
energy tensor is generally written in the covariant form

T µν = εuµuν + (p+ πbulk)(u
µuν + gµν) + πµν (17)

In this notation uµ is the local fluid-4-velocity and ε is the energy density in the co-moving
reference frame. The total pressure is given by p + πbulk and where p is connected to ε

via the Equations of State. πbulk and πµν describe the deviations from the ideal fluid with
πbulk being the bulk viscous pressure and πµν being the shear stress tensor. The bulk
viscous pressure acts for or against isotropic changes in volume of the fluid, while πµν

acts upon shearing of fluid layers. πµν is orthogonal to the fluid velocity (πµ
νu

ν = 0),
symmetric and traceless (πµ

µ = 0). Furthermore, in the notation of this thesis the metric
is gµν = diag(−1, 1, 1, 1) and the normalization of the fluid velocity is therefore negative
(uµuµ = −1).
The decomposition of the tensor identifies the viscous effects as the deviations to the
perfect fluid. Further, the Equation of State is defined in the rest frame of a fluid cell and
therefore the decomposition enables the introduction of pressure along with the velocity
of the fluid cell.

The movement of fluid is in the classical picture the net flux of the particles that are
contained in a fluid cell. However, especially in relativistic hydrodynamics, sometimes
movement of energy density and movement of particle number or other conserved charges
are not equal. It is therefore to specify what movement is described by the rest frame.
The frame that describes the movement of particles or conserved charges is called the
”Eckart frame”, while the movement of energy is captured by the ”Landau frame” [21].
Therefore, the rest frame defined with uµ is the Landau frame which will be used in this
thesis as the “rest frame” of the fluid.
As described before (Fig. 5), the tensor components T µ0 refer to the energy flux. In the
landau frame the spatial flux vanishes and therefore T µ0 reads (ε, 0, 0, 0), implying:

T ′µν =


ε 0 0 0

0 T 11 T 12 T 13

0 T 21 T 22 T 23

0 T 31 T 32 T 33

 (18)
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Due to the fact, that the tensor is symmetric the spatial entries can be diagonalized using
spatial rotations and thus the tensor has its diagonal form in the Landau frame. For the
diagonalization processes the O+(1; 3) group is used, which in Minkowski space-time is
identifiable with the proper Lorenz group. Thus, the diagonalization yields 4 eigenvectors,
where three are space-like and one is time-like. The time-like eigenvector will be the time
component of the respective transformation and thus the velocity which defines the boost
into the Landau frame, i.e. the fluid velocity uµ. The eigenvalue of uµ will be ε. This is
called the Landau condition:

T µ
νu

ν = εuµ (19)

Knowing ε, the pressure p can be derived using the Equation of State. Bulk pressure and
the shear stress form a tensor

Πµν = πbulk(u
µuν + gµν) + πµν = T µν − [εuµuν + p (uµuν + gµν)] (20)

The tensor Πµν is per definition orthogonal to the fluid velocity and can be split into a
traceless part πµν and the trace part (uµuν + gµν)Tr(Π) with Tr(Π)/3 = πbulk.
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2.5 Fluidum

For the hydrodynamic description, the model Fluidum [22] is used. For the model, nearly
the same coordinate system is chosen as described in section 2.3. However, Fluidum ex-
ploits not only symmetries in Bjorken boosts, but also azimuthal symmetries. Therefore,
the spatial coordinates for the transverse plane are given in polar coordinates r and φ

with (x, y) = (r · cos(φ), r · sin(φ)).
The simulation approach of Fluidum differs fundamentally from an event-by-event simu-
lation, which was described earlier in Fig. 4.
The differential equations considered for the evolution are causal quasi-linear partial dif-
ferential equations

A(Φ, τ, r)·∂τΦ+B(Φ, τ, r)·∂rΦ+C(Φ, τ, r)·∂φΦ+D(Φ, τ, r)·∂ηΦ−S(Φ, τ, r) = 0. (21)

The local description is given by Φ, which is a N dimensional vector containing indepen-
dent values for the fluid description such as local temperature, fluid velocity, bulk pressure
and shear stress. A,B,C and D are N ×N coefficient matrices and S is a N dimensional
vector that defines the inhomogeneous part of the equation.
Furthermore, the approach considers an expansion using a background-fluctuation split-
ting, where the field Φ is split into a background part Φ0 and a series of fluctuation fields
Φ1. Another precondition applied, is that the fluctuations are small enough for φ and η

in respect to the background, thus allowing for the expansion

Φ(τ, r, φ, η) = Φ0(τ, r) + εΦ1(τ, r, φ, η) (22)

One condition that must be satisfied, is that the background is symmetric in φ and
η. One can achieve this for example with the help of statistical symmetries, where the
background is seen as an average state of a field over a number of given events. A very
suitable ensembles of events used are centrality classes, due to the fact that experimental
results are given in event-averaged quantities of events in a centrality class (see Fig. 6).
This heavily reduces the computational effort, which in case of hydrodynamic simulations
for heavy-ion collisions is usually considerably huge. Therefore, studying this approach is
of great interest, since computational resources are scarce.
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Figure 6: Graphical representation of how background fields, which are symmetric in φ, are
retrieved from single events which do not possess azimuthal symmetry. This process also

creates a symmetry in η, which is not captured in this graphical representation

For measurements that are independent of φ and η such as for example the mean charged
particle multiplicity Nch or the mean transverse momentum of charged particles 〈pT 〉, the
solution for the background field can be used. For quantities like for example flow pa-
rameters, which are dependent on φ, the solution of the background field does not suffice,
and the fluctuation fields have to be taken into account.

In this thesis, only event-averaged quantities, that can be calculated with the solution
of the background field, will be considered. Thus, the procedure for the simulation that
was given before (Fig. 4), which is used for event-by-event simulation has to be adjusted
to the approach (see Fig. 7)
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Figure 7: Simulation procedure used to simulate results from Heavy Ion Collisions with
Fluidum from the background field.

Note, that in Fluidum the hadronization is already implemented using the Cooper Frye
formula, which will not be further discuss in this thesis, for references one can look at [15].
Furthermore, the decay of the produced particles is simulated with the FastReso model
[23].
What will be now of specific interest in this thesis is, what happens when a free streaming
pre-equilibrium is added to the simulation scheme in Fig. 7. The free streaming evolution
will be introduced to the model in the following way (see Fig. 8):

Figure 8: Simulation schematic for the implementation of free streaming to Fluidum
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2.6 Properties of nearly perfect fluids

The hydrodynamic phase, which is applied after free streaming, has been found out to
employ very low values for viscosity over entropy η/s [24]. In general, this means that
the dynamics are ruled by nearly inviscid hydrodynamics and the QGP behaves close to
a perfect liquid. In fact, it is found that the QGP is the most perfect fluid found so far
in nature [25, 26]. In a perfect liquid, not only energy is conserved, but also entropy.
This implies, for one of course, that the total energy present after thermalization will be
the same as the total energy that is ejected in the form of particles out of the collision.
For the other, it implies, that also the total entropy of the system after freeze-out will
be nearly equal to the total entropy of the system after thermalization. The total energy
and entropy can be calculated with

E =

∫
T 0µdΣµ (23)

S =

∫
s(ε)uµdΣµ [27]. (24)

The hyper surface element dΣµ is, in the case of a space-like surface defined by a constant
proper time τ , given by dΣµ = (τdxdydη, 0, 0, 0) [28]. In the case of boost invariance, we
can neglect the dependence of the integrand on η and the integration of η drops out.
Additionally, at freeze-out the total entropy is linearly proportional to the charged par-
ticle multiplicity of a collision and the total energy can also be related linearly to mean
transverse momentum [29, 30, 31]. Using the conservation laws and the linear dependence
of observables, one can already estimate properties of the system at freeze-out, without
specifying the form of the hydrodynamic model, as long as it exhibits sufficiently low
viscosities.
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3 Impact of free streaming on initial conditions

In the first part of the analysis, the influence of a free streaming pre-equilibrium evolution
on initial conditions will be examined. Total energy and total entropy of fields defining
the start condition for the hydrodynamic phase, i.e. the background fields (see Fig. 8)
and the separately free-streamed events (see Fig. 4), will be calculated. As stated before
in section 2.5, the value for total energy and total entropy resembles an event-average
of the events in the centrality class connected to the background field. Calculating the
event-average of total energy and total entropy for the separately free-streamed events
will allow comparing the background-splitting approach to the event-by-event approach.
Data acquisition is performed event-by-event, therefore the event-by-event result for total
energies and total entropies can be seen as close to the “true” values that are present in
experiments. This section provides a motivation to implement a pre-equilibrium phase
before the relativistic fluid dynamics phase when using a background-fluctuation splitting
approach.

3.1 Investigating non free-streamed initial conditions

Figure 9: An initial condition provided by
TRENTo simulating a Pb-Pb collision with

default configuration (for the default
configuration, see the documentation [32]).

Figure 10: Distribution of charged particle
multiplicity given by TRENTo for different

reduced thickness parameters p compared to
distribution found in ALICE data (Fig. from

[17]).
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The Monte Carlo model TRENTo [17] is used to create initial conditions on the transverse
plane. These initial conditions are given in a 100 × 100 cell grid, where each grid cell has
the dimensions 0.2 fm × 0.2 fm (see Fig.9)

The profile provided by TRENTo can be interpreted as an energy density field or an
entropy density field. With a reduced thickness parameter of p = 0 TRENTo already
produces the correct distribution of multiplicity of charged particles for Pb-Pb collisions
at √sNN =2.76 TeV (see Fig. 10). Furthermore, the charged particle multiplicity distri-
bution in a heavy-ion collision is related almost linearly to the total entropy distribution.
Using these two properties, for this analysis it was chosen to relate the TRENTo output
to an initial entropy density field via a normalization factor.

To determine the correct normalization factor, the total entropy of an initial state in
the 0-5% centrality class is matched to the total yield of charged particles in the same
centrality class measured by the ALICE collaboration [33].

After sorting 1 × 106 events into 100 centrality classes, the mean value of total entropy
of the highest centrality class can be determined. This results in a scaling factor of 68.8,
which is applied to match the entropy fields in all centrality classes.
To mimic the conditions of a HIC, the initial entropy profiles calculated with TRENTo
are rotated by a random angle on the transverse plane.

3.1.1 Background-fluctuation splitting on TRENTo initial conditions

The state of the system is described by the stress-energy tensor field. Up to the point of
the hydrodynamic evolution, a grid with indices i, j ∈ {1, ..., 100} is considered. In each
cell, the thermodynamics quantities and fluid dynamics are described by the Equation of
State and the local shear stress tensor T µν

(i,j).

In order to perform a background-fluctuation splitting on the initial fields at hand, the
average of the fields for each centrality class has to be considered. In the case of the
previously computed one million events divided into 100 centrality classes, one has to
determine 100 background-field profiles.
The fields in each centrality class can be defined just by the entropy density field and
the Equation of State, due to the fact that the fluid is considered to be initially at rest
(uµ = (1, 0, 0)) in the transverse plane. Note, that from now the spatial components are
reduced to two dimensions, i.e. the transverse plane.
Background fields for energy density, temperature, etc. can be derived via the Equation
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of State. The initial bulk viscous pressure of πbulk and shear stress components πµν are
zero.
In the next section, the total energy and total entropy of a non free-streamed background
field will be investigated and the event-averaged quantities will be compared to an event-
by-event approach. We consider the case τs = 1fm/c, which is the right order of magnitude
for the thermalization time [10].

At this point, it is useful to redirect to Section 2.6, where the description of total energy
and total entropy for a continuous field was given by Eq. (23).

Single event

For a fluid at rest in the transverse plane (uµ = (1, 0, 0)) at τ = 1fm/c, the energy
density in the lab frame reads T 00

(i,j) = ε(i,j) and the space-like hyper surface dΣµ reads
(dxdy, 0, 0). Thus, the total energy and entropy can be calculated with

E =

∫ ∫
ε(s) · dxdy → E =

N∑
i=1

N∑
j=1

∆A · ε(s(i,j)) (25)

S =

∫ ∫
s · dxdy → S =

N∑
i=1

N∑
j=1

∆A · s(i,j) (26)

using the normalized entropy density field s, the cell area ∆A and the dimensions of the
grid (N =100).

Event average

It will be differentiated between “true” event-average of total energy or entropy 〈E〉true, 〈S〉true
which is calculated in event-by-event simulations and event-averaged total energy or en-
tropy, determined from the background field 〈E〉background, 〈S〉background. The latter quan-
tities will be defined by averaging over Nev =10 000 events (denoted with the index nev)
for each centrality class, with a total of Ncen =100 classes (denoted with the index ncen).

The background fields s̄ncen and ε̄ncen are defined as
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s̄ncen,(i,j) =
Nev∑

nev=1

sncen,nev ,(i,j)/Nev (27)

ε̄ncen,(i,j) = ε

(
Nev∑

nev=1

sncen,nev ,(i,j)/Nev

)
(28)

The total energy and entropy from the background field already resembles an event av-
eraged quantity. The “true” event average of total energy and entropy is the arithmetic
average of the calculated quantities from every event considered in the centrality class.

〈E〉true ncen =
Nev∑

nev=1

N∑
i=1

N∑
j=1

∆A · ε(sncen,nev ,(i,j))/Nev (29)

〈S〉true ncen =
Nev∑

nev=1

N∑
i=1

N∑
j=1

∆A · sncen,nev ,(i,j)/Nev (30)

〈E〉background ncen =
N∑
i=1

N∑
j=1

∆A · ε̄ncen,(i,j) =
N∑
i=1

N∑
j=1

∆A · ε

(
Nev∑

nev=1

sncen,nev ,(i,j)/Nev

)
(31)

〈S〉background ncen =
N∑
i=1

N∑
j=1

∆A · s̄ncen,(i,j) =
N∑
i=1

N∑
j=1

∆A ·
Nev∑

nev=1

sncen,nev ,(i,j)/Nev (32)

Here one can directly see that (30)= (32), but (29) 6= (31) since the Equation of State is
non-linear.
In the next section, this inequality will be further explained.

3.1.2 Inequality of total energy from event-by-event and background field
calculations

For simplicity, an ideal Equation of State (e(s) ∝ s4/3 [34]) is considered. This is supported
by the fact, that in the high-temperature limit, the employed Equation of State (see
Section 2.1) approaches the non-interacting regime of an ideal gas [8].

As can be seen in Eq. (29) and Eq. (31) the integrals differ because

Nev∑
nev=1

ε(sncen,nev ,(i,j))/Nev 6= ε(
Nev∑

nev=1

sncen,nev ,(i,j)/Nev) (33)
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Again for the sake of simplicity in this section the indices ncen and (i, j) are omitted.
Now, the total field can be described as a combination of background field and fluctuation
field as described in Section 2.5 with:

snev = s̄ · (1 + δsnev) (34)

where s̄ is the background field as defined in Eq. (27) and δs a fluctuation field.
When the ideal gas equation is plugged into Eq. (33) for the left and right-hand side of
the inequality (LHS, RHS), one finds

LHS (〈E〉true) :
Nev∑

nev=1

(s̄ · (1 + δsnev))
4/3/Nev (35)

RHS (〈E〉background) : (
Nev∑

nev=1

s̄ · (1 + δsnev)/Nev)
4/3 (36)

The right side can be easily simplified by using the definition of s̄ in Eq. (27) and using
the fact the 〈δs〉 = 0 by definition:

RHS = s̄4/3 (37)

Of the left side, a Taylor expansion can be considered around δsnev = 0:

LHS = s̄4/3 · (1 + 4

3

Nev∑
nev=1

δsnev/Nev +
2

9

Nev∑
nev=1

δs2nev
/Nev +

4

81

Nev∑
nev=1

δs3nev
/Nev + ...) (38)

= s̄4/3 · (1 + 2

9
〈δs2〉+ 4

81
〈δs3〉+O(〈δs4〉)), (39)

What can be seen is that the deviation between Eq. (29) and Eq. (31) is dependent on
the magnitude of the fluctuations. Therefore, a stronger fluctuation field will lead to a
stronger deviation.
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3.1.3 Ratio 〈E〉background/〈E〉true from TRENTo initial conditions

Using a set of 1×106 events divided into 100 centrality classes, the ratio 〈E〉background/〈E〉true
(see Eq. (29) and Eq. (31)) is plotted in dependence of the centrality class (see Fig.11).

Figure 11: Ratio of 〈E〉background/〈E〉true in dependence of centrality class (Nev = 1000 and
Ncen = 100)

Here, the deviation between the total energy determined by event-by-event simulations
and the total energy calculated using background fields can be observed. As expected,
the deviation gets stronger with decreasing centrality, because in peripheral collisions the
normalized fluctuation fields are generally larger than the ones in central collisions: At
higher impact parameter, the shape of the excited region gets more elliptical and thus
azimuthally asymmetric. The total energy from the background field of TRENTo initial
conditions seems to be underestimated. The best agreement is reached at high centrality,
with about 5% underestimation. In the centrality classes near 70%, the deviation reaches
up to around 15%.
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Figure 12: Energy density field of an ultra peripheral collision (99-100% centrality class)
energy density is given in GeV fm−3

What can be seen in very peripheral events is an increase in the ratio. A plausible expla-
nation, is that for very peripheral collisions the produced fields recover their azimuthal
symmetry (see Fig. 12), which in turn would strongly reduce the fluctuations and there-
fore the discrepancy between 〈E〉background and 〈E〉true.
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3.2 Investigating free-streamed initial conditions

The free streaming evolution takes an energy density field at rest, so directly at the time
of collision (τ = 0, where TRENTo initial conditions are used), and evolves it to a given
proper time τs (see section 2.3).
The field resulting from the free streaming evolution is the stress-energy tensor field as
described in 3.1.1. The stress-energy tensors are normalized by a factor of 1/τs, which
accounts for the longitudinal Bjorken expansion of the fireball during the pre-equilibrium
evolution [19]. A further normalization has to be considered, due to the fact that after free
streaming the average entropy in a given centrality class is changed by the landau match-
ing procedure. This change is dependent on the switching time τs, which is also stated
in [14]. In order to again obtain the correct mean multiplicity for the highest centrality
class, the TRENTo initial conditions must be normalized such that after free streaming
the correct event-averaged total entropy is given for the most central collisions. Note that
this normalization is then dependent on the free streaming time τs. The normalization
also differs between the background fields and single events, because total entropy is cal-
culated differently for free-streamed background fields and for free-streamed single events,
as will become apparent in the next sections.

As explained in section 2.4, the fluid fields, i.e. ε(i,j)(τs), uµ
(i,j)(τs), πbulk(τs) and πµν

(i,j)(τs)

can be extracted via the Landau matching procedure.
In this chapter and the following ones, the shear stress tensor πµν

(i,j)(τs) and bulk viscous
pressure πbulk is neglected. The main contributions that define the initial state come from
the fields of fluid velocity uµ and the local (co-moving reference frame) thermodynamic
conditions in the respective fluid cells, given by ε(i,j)(τs). However, it is worth to inves-
tigate the influence of the initial shear stress and bulk viscous pressure on Fluidum in
future studies.

As a comment on notation: The fluid velocity of the fluid cells can be expressed via
vr =

√
(u0)2 − 1/u0, which in other words is just the difference between describing the

magnitude of the fluid velocity seen from the lab frame with the β rather than the Lorentz
γ. The expression of fluid velocity as vr is also later necessary, because Fluidum uses vr
as the initial fluid velocity.
Fig. 13 shows the fields of ε(i,j)(τs) and vr(i,j) with no free streaming and with free stream-
ing.
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(a) energy density ε from TRENTo (b) energy density ε at τs = 1fm/c

(c) fluid velocity vr from TRENTo (d) fluid velocity vr at τs = 1fm/c

Figure 13: Effect of free streaming on TRENTo initial conditions. On the left side no free
streaming is used, on the right side free streaming was applied up to τs = 1fm/c. The fluid

velocities are given in natural units. The energy densities are given in GeV fm−3

as can be seen, the fluid velocity builds up during the free streaming pre-equilibrium
phase. In addition, the local energy density field seems to smooth out. This implies a
reduction in the normalized fluctuation field, as discussed in section 3.1.2, as the field gets
more symmetric. This assumption will later be verified (in section 3.2.3).
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3.2.1 Background-fluctuation splitting on free-streamed initial conditions

As it was done in section 3.1.1, one million events divided into 100 centrality classes are
examined. Due to the fact that the fluid builds up fluid velocity during the pre-equilibrium
phase, one cannot directly use Eq. (29-32) to compute averages.
In each centrality class ncen the background fields for ε(i,j)(τs) and vr(i,j)(τs) are obtained
using the Landau matching procedure (see section 2.4) on the average shear stress tensor
field T µν

ncen,(i,j)(τs):

T µν
ncen,(i,j)(τs) =

Nev∑
nev=1

T ′µν
ncen,nev ,(i,j)

(τs)/Nev (40)

with Nev =10 000.
The prime symbol on the stress energy tensors should be a reminder, that the background
fields use a different normalization. Hence, the single event fields T µν

ncen,nev ,(i,j)
(τs) are not

equal to the fields used to form the background field:

T µν
ncen,nev ,(i,j)

(τs) 6= T ′µν
ncen,nev ,(i,j)

(τs) (41)

In each centrality class the background fields extracted from T µν
ncen,(i,j)(τs) will be de-

noted as εncen,(i,j)(τs) and vr ncen,(i,j)(τs). Notice that this procedure coincides with Eq.
(29-32) in the case of a fluid at rest (as the one in absence of a free streaming). Examples
of the background fields for energy density and fluid velocity can be seen in Fig. 14. One
observes, that in the center of the fireball the fluid is nearly at rest while at the edges the
fireball picks up more fluid velocity.
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(a) energy density ε 0− 1% (b) energy density ε 60− 61%

(c) fluid velocity vr 0− 1% (d) fluid velocity vr 60− 61%

Figure 14: Background fields at the time τs = 1fm/c from free-streamed TRENTo initial
conditions. On the left side central collisions (0− 1% centrality class), on the right side

peripheral collisions (60− 61% centrality class) are shown. The fluid velocities are given in
natural units. The energy densities are given in GeV fm−3

Observing the border of the fluid velocity in Fig. 14 fluctuations can be seen. This effect,
however, can be explained, by numerical inaccuracies. Even though the background
is composed of 10 000 events, the resulting background field is not perfectly invariant
under rotations. Underlining that those fluctuations do not have a significant impact on
dynamics is the fact that the spatial position of those fluctuations on the transverse plane
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is far enough away from the center. The energy densities, and thus the parton density at
that position, that is associated with the fluctuations is very low. In a later section (4.2)
this will be further investigated.
In the next section, the event-averaged energy and total entropy of the background fields
will again be compared to “true” event-averaged total energy and total entropy considered
in event-by-event simulations.

3.2.2 Determining total energy and entropy from free-streamed initial con-
ditions

As was done in section 3.1.1, again the total entropy and the total energy are computed
from the stress energy tensors using the equations (23) and (24).

Single event

Considering a time-like hyper surface dΣµ = (τs · dxdy, 0, 0), the total energy and entropy
can be calculated by using

E(τs) =

∫ ∫
T 00(τs) · τs · dxdy → E(τs) =

N∑
i=1

N∑
j=1

∆A · τs · T 00
(i,j)(τs) (42)

S(τs) =

∫ ∫
s(ε(τs))u

0(τs) · τs · dxdy → S(τs) =
N∑
i=1

N∑
j=1

∆A · τs · s(ε(i,j)(τs)) · u0
(i,j)(τs)

(43)

Event average
For the event average it will be again differentiated between true event-average of the total
energy and entropy 〈E〉true(τs), 〈S〉true(τs) and the total energy and entropy calculated
with the background field 〈E〉background(τs), 〈S〉background(τs). The number of events per
centrality class is Nev =10 000 and Ncen =100 will be used.
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〈E〉true, ncen(τs) =
Nev∑

nev=1

N∑
i=1

N∑
j=1

∆A · τs · T 00
ncen,nev ,(i,j)(τs)/Nev (44)

〈S〉true, ncen(τs) =
Nev∑

nev=1

N∑
i=1

N∑
j=1

∆A · τs · s(εncen,nev ,(i,j)(τs)) · u0
ncen,nev ,(i,j)(τs)/Nev

(45)

〈E〉background, ncen(τs) =
N∑
i=1

N∑
j=1

∆A · τs · T 00
ncen,nev ,(i,j)

(τs) (46)

〈S〉background, ncen(τs) =
N∑
i=1

N∑
j=1

∆A · τs · s(εncen,(i,j)(τs)) · u0
ncen,(i,j)

(τs) (47)

As a reminder: The TRENTo initial conditions were normalized in such a way that
〈S〉background 0−5%(τs) = 〈S〉true 0−5%(τs) =11 000dS/dy to represent the correct charged
particle multiplicity in both approaches.
Note, that in contrast to section 3.1.1 the total entropy is now generally not equal (com-
pare Eq. (45) and Eq. (47)). However, when the normalization factor for the back-
ground fields is similar to the one used for the single events, then the total energy ratio
〈E〉background/〈E〉true will approach one. This happens, because of the inequality (41)
turning into an equality. In table 1 the normalization for background fields and single
events in dependence of τs can be found.

τs [fm/c] 0.1 0.3 0.5 0.7 1.0 1.5
Nbackground/68.8 1.7096 1.3185 1.1783 1.0979 1.0206 0.9461

Ntrue/68.8 1.6255 1.2539 1.1194 1.0437 0.9752 0.9140
Nbackground/Ntrue 0.9523 0.9510 0.9500 0.9506 0.9555 0.9661

Table 1: List of normalization factors for the background fields and the single events (“true”).
The factors are divided by 68.8, which is the normalization when not considering a

pre-equilibrium (see section 3.1). Additionally, the ratio of the normalization factors is given.

The normalization suggest, that the ratio 〈E〉background/〈E〉true will be close to one, under
the assumption that small variations of the normalization will not have a great impact on
the total energy.
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3.2.3 The dependence of the fluctuations on free streaming time

Before total energies and total entropies will be compared, the evolution of the fluctuations
of the rest frame energy ε is studied. The fluctuation fields of ε in a given centrality class
ncen is given as in section 3.1.2 by

δε′ncen,nev ,(i,j)(τs) =
ε′ncen,nev ,(i,j)

(τs)

ε′ncen,(i,j)
(τs)

− 1 . (48)

The fields ε′ncen,nev ,(i,j)
(τs) and ε′ncen,(i,j)

(τs) are calculated from T ′µν
ncen,nev ,(i,j)

(τs). To avoid
numerical complications, the fluctuation fields are only defined on the cells, where

ε′ncen,(i,j)
(τs) ≥ 0.005 · max

i,j∈{1,...,100}
{ε′ncen,(i,j)

(τs)} . (49)

The indices of the cells that satisfy this condition form the index set Mncen(τs).
Subsequently, the size of a fluctuation field can be defined by

||δε′ncen,nev
(τs)|| :=

∑
(i,j)∈Mcen(τs)

|δε′ncen,nev ,(i,j)
(τs)|∆A

#Mcen(τs) ·∆A
, (50)

where #Mcen(τs) is the size of the set Mcen(τs). #Mcen(τs) accounts for the fact, that
otherwise the sum would depend on the considered area.
An average of the quantity (50) is taken in two centrality classes, a central (0−1%) and a
peripheral (60− 61%) class. To define the average, 100 events in each class are sampled.
The resulting dependence on τs is plotted in Fig.
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Figure 15: The size of the fluctuation field in dependence of free streaming time τs for a
central collision (0− 1%) and a peripheral collision (60− 61%)

Indeed, it is found that fluctuations in ε are reduced by the free streaming and that
fluctuations for peripheral collisions are higher than central collisions. Yet, due to the
fact that the landau matching procedure is not linear with respect to the fields ε (the
landau matching can be seen as a diagonalization)

ε 6=
Nev∑

nev=1

εnev/Nev , (51)

and the condition 〈δε〉 = 0 is not satisfied anymore.
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3.3 〈E〉background/〈E〉true and 〈S〉background/〈S〉true of free streamed
initial conditions

UsingNev =10 000 andNcen =100 the quantities 〈E〉background/〈E〉true and 〈S〉background/〈S〉true
are plotted in dependence of centrality class and free streaming time τs (see Fig. 16).

(a) Ratio of total energy 〈E〉background/〈E〉true (b) Ratio of total entropy 〈S〉background/〈S〉true

Figure 16: Ratios of 〈E〉background/〈E〉true and 〈S〉background/〈S〉true calculated from TRENTo
initial conditions with six different free streaming times. The lines are colored from short

(blue) free streaming times of τs = 0.1fm/c to long (red) free streaming times of τs = 1.5fm/c.

What can be seen, is that the two solution for the event averaged total energy seem to
agree with each other. This is also expected, considering the statements made in the last
section. Moreover, the ratio increases, especially for 1 fm/c and 1.5 fm/c, which is in
agreement with the ratio of normalization factors increasing (see table 1).
For less central collisions, the ratio 〈E〉background/〈E〉true also increases. This can yet not
fully be explained, but could be attributed to the equation of states, due to the fact that
in peripheral collisions less energy and entropy density is involved. A different value of
initial entropy density could have influence on how strongly the normalization effects the
initial energy density and thus the total energy density after free streaming. This is rather
speculative and would need to be investigated further, if one seeks to identify the source
of this effect.

The ratio of total entropy starts to deviate at peripheral collisions with more free stream-
ing time. Although, the ratio of total entropy recovers back to 1 for highly peripheral
collisions, this is not expected. Initially, the discrepancy of total energy was traced back
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to the size of the fluctuations (see section 3.1.2), which in turn suggested, that by re-
ducing those fluctuations, the background approach would become more similar to real
event-by-event simulations. However, the ratio of the equations for total entropy (Eq.
(45) and Eq. (47)) might not be reducible to be only dependent on the fluctuations, as
previously in section 3.1.2. Due to the fact that the fluctuations are in fact decreasing
(see section 3.2.3), it is reasonable to suggest further investigations, where one studies
how the equations for total entropy (Eq. (45) and Eq. (47)) relate to each other. This
could for example be done via simplification of the problem, by assuming ideal equations
of state, by neglecting shear stress and bulk viscous pressure and if necessary by assuming
small free streaming times.

An additional reason for the deviating ratio of total entropy might be that the initial
condition model might not be correctly describing the initial state anymore. In [14] the
distribution of total charged particle multiplicity (which can be connected to total entropy
[29]) was taken as an argument for or against the initial condition. This could be studied
further by for example varying the reduced thickness parameter in TRENTo.

The recovery of the total entropy ratio back to 1 for very peripheral collisions, is ex-
plainable by the same effects mentioned for Fig. 11, namely the recovery of azimuthal
symmetry.

3.4 Motivation to study the influence of a free-streaming
pre-equilibrium phase on Fluidum

As was discussed in Section 3.2, free streaming builds up fluid velocity. Generally, when
the hadronization is considered, a higher fluid velocity relates to higher momentum of the
hadronized particles. Therefore, a parameter in the model like the free streaming time τs
that would correlate in some way with the hardness of the particle spectra is useful when
trying to optimize the model to reproduce experimental data.
It is specifically interesting to study, what will be the impact of free streaming on the
mean transverse momentum of particles.
It was evident in the latter sections, that the discrepancy of the background approach
and the event-by-event approach concerning total energy and entropy increased with free
streaming time, even though fluctuations were reduced by the free streaming. It is not
evident yet, if the increased deviation has influence on the hydrodynamic model.
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4 Influence of free-streamed initial conditions on
FluiduM

In this chapter, the direct impact of a free streaming pre-equilibrium evolution on the
particle mean transverse momentum and particle multiplicity using the hydrodynamic
simulation FluiduM will be investigated. We differentiate between the most abundant
particles produced in Pb-Pb collisions at √

sNN = 2.76 TeV, namely pions, kaons and
protons. The analysis will be made using events with a free streaming time of up to
1.5fm/c in a range of centrality classes spanning from 0−5% to 60−70%. The procedure
to attain the initial conditions and their different implementations into the framework of
FluiduM will be compared with each other.

4.1 Producing initial conditions for the background and
extracting radial profiles

TRENTo version 2.0 is used with its default parameters [32] to produce 106 Pb-Pb events.
The latter are sorted according to their produced entropy and divided into one hundred
1%-bin centrality classes. The normalized fields for the entropy density are created in
the same manner as described in section 3.1. Note that the normalization factor is not
dependent on centrality class and in the case of Pb-Pb with √

sNN = 2.76 TeV is set to
68.8 in order to retrieve the correct charged particle multiplicity. Fields for the energy
density are obtained from the entropy profiles through the Equation of State (Eq. (2)).
All energy density profiles are then free-streamed up to a given time τs, that subsequently
is used in FluiduM as the thermalization time, which is the starting time for the hydro
evolution (the thermalization time is called τt, thus τt = τs). An average of the resulting
stress-energy tensor fields in each centrality class is calculated. In a centrality class, the
resulting tensor field defines the background field. The Landau matching procedure is
used to obtain the fields ε(τs) and vr(τs) for every centrality class. In a given class, these
fields describe the fluid at the thermalization time τs.
A flow chart as an overview for this procedure is given in Fig.17.
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Figure 17: Procedure to compute free-streamed event-averaged initial conditions for FluiduM
using TRENTo as an initial condition model.

The resulting fields for ε(τs) and vr(τs) have already been shown in a previous section
(section 3.2). FluiduM exploits the radial symmetry of the event-averaged initial condi-
tions. Therefore, it is only required to provide the radial profile of the ε(τs) and vr(τs)

field (see Fig.18).

(a) energy density 0-1% (b) energy density 60-61%

(c) fluid velocity 0-1% (d) fluid velocity 60-61%

Figure 18: Radial profiles of the energy density in the local fluid rest frame ε(τs) and the
radial fluid velocity vr. The energy densities are in this plot multiplied with a factor of τs to
make them comparable (otherwise they would decrease fast with free streaming time due to

the Bjorken-expansion in longitudinal direction).
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To account for the longitudinal flow of the fireball, the stress-energy tensors are being
scaled with a factor of 1/τs [19]. The scaling does not change the eigenvectors (fluid ve-
locities uµ) and only affects the eigenvalues (energy densities epsilon) of the stress-energy
tensor:
In fact, letting uµ be the time-like eigenvector of T ν

µ with the eigenvalue ε(τs), the
eigenequation for uµ is satisfied

(T ν
µ/τs) · uµ = (ε(τs)/τs) · uν τs ∈ R \ {0} (52)

and thus the landau condition (see section 2.4).

4.2 Extrapolation of the profiles to the desired grid size

FluiduM works with a larger transversal system size, as was used so far in the analysis.
For the simulation of the initial nuclei collision and the pre-equilibrium evolution, the
dynamics could be captured in an area of 20fm ×20fm, while the hydrodynamic phase
must allow for a significant expansion of the fireball. Thus, an area of 100 · π fm2 will
be considered in the simulation to prevent overflow (when the fields propagate out of the
space which is captured by the grid). This requires an extrapolation of the radial profiles
on hand to a range of up to 50fm.
The extrapolation of the energy density is carried out with an exponential function e−r/R.
The extrapolation of the ur profile is done by implementing a constant tail at large r.
Generally it is expected that the fluid velocity at high radial distance can’t have sig-
nificant impact due to the fact that in this region their respective energy densities are
negligible. Therefore the outcome of the simulation should not depend on the method of
extrapolation. To validate this assumption, different extrapolations were investigated.

The following extrapolations for r > 10fm were examined:

a) vr(r) = c : c = vr(10fm) b) vr(r) = a · e−b·r : a, b ∈ R+ c) vr(r) = 0 (53)

Those extrapolations describe; a) A constant tail, b) an exponential decreasing tail and
c) a constant zero tail. Here, the extrapolation b) was fitted to cover the last two data
points of the grid. In some cases this resulted in a parameter b < 0, due to fluctuations of
vr at large r, which then was corrected by taking the absolute value in order to maintain
an exponential drop.

The total charged particle mean transverse momentum was extracted from simulations
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τs 0.8fm/c η/s 0.2 ζ/s 0.032
Ñ 1.23 Tkin 0.14GeV pT [0.1,3]GeV

Table 2: List of parameters for determination of the impact of different extrapolation
methods for the fluid velocity at large radii.

done with Fluidum with the set of parameters given in Table 2. The normalization factor
Ñ was chosen such that the total multiplicity of charged particles in the centrality 0−5%

matches the one in experimental data[33].

Figure 19: Comparing extrapolation models: the cases b) and c) are shown with respect to
a), in different centrality classes up to 65− 70%. The comparison is given in the ratio of 〈pT 〉

to 〈pT 〉a) minus one, and therefore represents the deviation of b) or c) to a).

The different results for the total 〈pT 〉 coming from extrapolation methods b) and c) were
compared to a) in dependence of centrality class (see Fig.19). As we see, different methods
give a difference of the order of 0.05− 0.25%.
Considering that data given for this measurement has far greater relative uncertainties
roughly in the range of 2−4% [33], it can be verified that indeed the choice of extrapolation
method will not affect the simulation in a significant way.
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4.3 Impact on the calculation of 〈pT 〉 of the considered pT range

In a analytical form, the mean transverse momentum is determined as∫ ∞

0

dpT pT
dN

dpTNtot

.

Effectively, the integral is carried out with a momentum cutoff at pcut− and pcut+ such
that

〈pT 〉 =
∫ pcut+

pcut−

dpT pT
dN

dpTNtot

.

The choice of the pT cutoff should not impact significantly on the 〈pT 〉 itself. Another set
of calculations of the total mean pT dependent on centrality class has been carried out
with the parameters given in Table 3

τs 0.8fm/c η/s 0.2 ζ/s 0.032
Ñ 1.23 Tkin 0.14GeV

Table 3: List of parameters used to study the impact of the pT range on the 〈pT 〉 observable.

A variation of the upper pT limit from 3.0 GeV/c downward to 2.5 GeV/c and upward to
3.7 GeV/c was studied. For the lower pT limit 0.1 GeV/c was used. The pT range [0.1, 3]
GeV/c is compared to the ranges [0.1, 3.7] GeV/c and [0.1, 2.5] GeV/c (see Fig. 20). In
experiments the range of measured pT is dependent on the particle species with pions in
a range of [0.1, 3]GeV , kaons in a range of [0.2, 3]GeV and protons in a range of [0.3, 4.5]
[33].

Figure 20: Comparing the simulation of 〈pT 〉 using pT ∈ [0.1, 3] to pT ∈ [0.1, 2.5] and
pT ∈ [0.1, 3.7] in different centrality classes up to 65− 70%. The comparison is given in the

ratio of 〈pT 〉 to 〈pT 〉[0.1,3] minus one and therefore represents the deviation.
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One can see in Fig. 20, that the relative deviation of the 〈pT 〉 observable is the strongest
at high centrality, with relative deviations up to 2%. This deviation is in the same order
of magnitude with the relative uncertainties of 2 − 4% [33]. This should be kept in
mind when simulating the mean particle transverse momenta. One could think that more
physics is captured when a broader range of pT is considered. However, the cut-off point of
the transverse momentum can not be chosen arbitrarily high, because the hydrodynamic
model gets more and more inaccurate for pT > 3GeV . Partons with higher momentum
(that are needed to form high momentum hadrons) can at some point not contribute to
the plasma anymore, due to their shrinking cross-section. Therefore, a simulated pT range
from 0.1GeV to 3GeV will be used for the calculation of the spectra.

4.4 Calculation with FluiduM using free-streamed initial
conditions

In order to compare particle multiplicity and 〈pT 〉, computed for different thermalization
times τs using accordingly long free-streamed background fields, the normalization factors
Ñ for each thermalization time τs need to be determined. The normalization factors are
again obtained by comparing the simulated total multiplicity for the centrality class 0−5%

to the experimentally determined multiplicity[33] with subsequent variation of Ñ until the
simulation yields the correct value (see Table 4).

τs [fm/c] 0.1 0.4 0.8 1 1.5
Ñ 1.184 1.18 1.116 1.09 1.06

η/s 0.2 ζ/s 0.032
Tkin 0.156GeV pT [0.1,3]GeV

Table 4: List of parameters used for the calculation of spectra with FluiduM. On the left side
the normalization factors in dependance of the thermalization time, on the right side the other

simulation parameters.

The same parameters as in Table 4 (right side) were used for a FluiduM simulation that
considered no pre-equilibrium evolution. The latter was computed with τ0 = 0.4fm/c and
Ñ = 64. Note that the normalization in Table 4 is used in addition to the normalization
used in section 4.1 with a factor of 68.8.
The result for the charged particle multiplicity density for all charged particles can be
seen in Fig.21.
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Figure 21: The figure shows the yield of multiplicity density of all charged particles at
mid-rapidity dNch/dη| simulated with and without a free streaming pre-equilibrium evolution
in FluiduM, in dependence of centrality class and free streaming time along with ALICE data
[33]. The line describing the results without a free streaming pre-equilibrium was calculated

with a thermalization time of 0.4fm/c

As can be seen the deviation between data and simulation increases with centrality class
for very low and very high free-streaming times. The best agreement for the total multi-
plicity density is given with a free-streaming time between 0.4fm/c and 0.8fm/c.

The experimental data in [33] was given in dNπ/dy, dNK/dy and dNp/dy at mid-rapidity.
Those values were converted into dNπ/dη, dNK/dη and dNp/dη, exploiting that at mid-
rapidity (dNch/dy)/(dNch/dη) ≈ 1.15 [35]. The resulting multiplicity densities of the
FluiduM simulation with and without free streaming, as well as the measured multiplic-
ity densities dNπ/dη, dNK/dη and dNp/dη are shown in Fig.22.
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Figure 22: Multiplicity density of π, K and p simulated with and without a free streaming
pre-equilibrium evolution in FluiduM in dependence of centrality class along with ALICE data.

Observing the specific multiplicities of the different particles, it can be seen that using no
free streaming (deep blue line) overlaps with free-streaming lines at 0.4fm/c to 0.8fm/c.
Multiplicity densities for kaons and protons are overestimated, which also occurs without
a free-streaming phase and can be explained with an underestimation of soft pions (see
Fig. 23). Due to the fact that the pions make up most of the charged particle multiplicity
density, the variation of N leads to a good agreement of the simulations to pions, but
resulted in an overestimation of kaons and protons.
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Figure 23: Spectra for pions calculated with FluiduM + FastReso compared to ALICE data
(Fig. from [24])

Figure 24: 〈pT 〉 of π, K and p simulated with and without a free streaming pre-equilibrium
evolution in FluiduM in dependence of centrality class compared to ALICE data.
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The momentum spectra for pions, kaons and protons were extracted from the simulation
and subsequently the mean particle transverse momentum for each species was calculated
(see Fig.24). Using those values, the total mean transverse momentum for π, K and p

can be determined:

〈pT 〉π,K,P (icen) ≈
dNπ/dη · 〈pT 〉π + dNK/dη · 〈pT 〉K + dNP/dη · 〈pT 〉P

dNπ/dη + dNK/dη + dNP/dη
(icen) (54)

for each centrality class icen. The same was done for the experimental data. The total
〈pT 〉π,K,P can be seen in Fig.25. An overestimation of the pions 〈pT 〉 can be seen in Fig.
24 which worsens with increasing free streaming time. This however can also be explained
with the underestimation of soft pions (Fig. 23). When considering fewer soft pions in
the calculation of 〈pT 〉, the value of 〈pT 〉 is effectively increased.
The kaons can be described well by the model, especially for lower centrality classes and
for free-streaming times of about 0.4fm/c− 0.8fm/c.
Protons were underestimated before implementation of free streaming. This underestima-
tion is still present with a free streaming evolution implemented, however the deviation
decreased by about 1.5σ for central collisions.

Figure 25: Total 〈pT 〉π,K,P simulated with and without a free streaming pre-equilibrium
evolution in FluiduM in dependence of centrality class along with ALICE data.

In Fig. 25 the contribution of pions to the total mean transverse momentum is very high
because of their relative abundance. The 〈pT 〉π,K,P is therefore strongly influenced by the
underestimation of soft pions. An investigation of 〈pT 〉K,P (excluding the contribution of
pions) is carried out (see Fig. 26)
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Figure 26: Total 〈pT 〉K,P simulated with and without a free streaming pre-equilibrium
evolution in FluiduM in dependence of centrality class along with ALICE data.

Here a slight improvement of the match between simulation and experimental data can be
seen with increasing free-streaming time for central collisions. This would suggest, that an
introduction of an initial fluid velocity raises the prediction for the mean transverse mo-
mentum and improves the applicability of the model, at least for low impact parameters.
However, a potential problem could be, that the slope of mean transverse momentum.
For peripheral collisions, the free streaming doesn’t affect 〈pT 〉 as strongly as in the central
collisions.
When looking at Fig. 24, 25 and 26 the slope of the curves increases for increasing free-
streaming time and decreasing centrality. This can not be found in the experimental data
which shows a significantly slower reduction of measured 〈pT 〉 for peripheral collisions.
A possible explanation for this effect could be, that peripheral collisions tend to have a
higher initial fluid velocity, but also a lower temperature (see Fig. 18). The lowering of
the temperature during free streaming occurs faster for peripheral collisions. This in turn
could lead to a reduction in evolution time in the hydro phase, which might subsequently
shorten the time, where further fluid velocity can be developed and therefore explain the
steepening drop at lower centrality. This effect would need to be extensively studied in
order to shed light on the behavior of 〈pT 〉 in peripheral collisions. Additionally, it is
not clear yet, if the findings in section 3.3, where a discrepancy between the background
approach and the event-by-event approach was seen, can be connected to the steepening
drop at peripheral collisions, which also suggests further investigation.
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5 Conclusion and Outlook

In this thesis, a pre-equilibrium free streaming phase in conjunction with a background-
fluctuation splitting approach was studied. The effects of this pre-equilibrium phase on
the initial condition were investigated in dependence of collision centrality and thermaliza-
tion time by comparing properties of the evolved initial conditions between background
field approximation and proper event-by-event simulation. Further, the effect of free
streaming on a hydrodynamic simulation called FluiduM using only a background field
was observed and its results for particle mean multiplicity and particle mean transverse
momentum were compared to experimental data from ALICE for pions, kaons and pro-
tons. No optimization of the model in terms of fitting was done yet, rather qualitative
effects were studied.
In the study of the initial conditions, it was found that the discrepancy between the in-
spected values of total energy and total entropy did all together not improve with free
streaming time. Definite results can not be formed as long as the problem is not studied
more deeply. Even though, fluctuations of the fields for energy density and entropy den-
sity were reduced, the deviations of total entropy between the background approach and
the event-by-event approach increased. Moreover, it is not clear if this is a phenomenon
that can also be found analytically, as in section 3.1.2.
Moreover, in this study, the initial condition created with TRENTo were interpreted as
fields of entropy density. Another approach, treating the output of TRENTo as energy
densities, would simplify the procedure at hand and also might clarify what gives rise to
possible deviations between the event-by-event and the background-fluctuation splitting
approach after free streaming.
Furthermore, the deviations might be attributed to an inaccurate description of the initial
condition, which could be investigated by observing the impact of the reduced thickness
parameter in TRENTo on the ratio of total entropy.

In the examination of the influence of free streaming on the model FluiduM, a rise in
mean transverse particle momentum with growing free streaming time can be observed.
For kaons and protons, the free streaming tends to increase 〈pT 〉 for the model parameters
we chose. The effect on 〈pT 〉 decreases with decreasing centrality of the collision. This
behavior still needs to be investigated further. More research is necessary in order to con-
nect the effects of free streaming on the initial conditions to the change in the dynamics
of the hydrodynamic phase. For example, the evolution of the temperature profiles in the
hydrodynamic phase in dependence of free streaming time can be studied. Moreover, it
could be investigated, if the pre-equilibrium model decreases the evolution time of the hy-
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drodynamic phase in a manner that could effectively lower mean transverse momentum.
Finally, it can be summarized that implementing a free streaming pre-equilibrium pro-
vides a parameter with influence on particle mean transverse momenta and therefore
enables FluiduM to a potentially better description of experimental data. Implementing
this parameter in grid search might verify this assumption.
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