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Histories and status 

• Many of us are using GSI analysis train, have been participated on data 
transfer, construct train list... Now people decide to take shift per institute     
(~ one month) but not per single volunteer. 

• September 14 ~ October 12: HD turn (volunteer for initial steps: Oliver, 
MinJung)   

• Our main duties: 

• Run selection
• Data quantity and quality checks in GSI and train list
• Generate train list to be updated and data transfer list for missing runs 

and files
• Hand investigation if necessary

       ⇒ Done via “auto-scripts” developed recently except for last point

• Desired duties:
• Follow ALICE QA meeting, share information and give feed back on our 

analysis list 
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Run Selections

•1st retrieve run info. from 
RAW Production Cycles

•2nd select runs based 
on Global quality flag from 
Run Condition Table, and 
retrieve other infos.

• GOOD (flag “ “, 1)
• INV (flag 2, 3)  
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Data quantity/quality check in GSI and Train lists

• Make GSI ESD files list and check ESD files sanity based on Marian’s toolkit (run via 
batch mode) 

• Categorize to good chunks and bad chunks, then count

• Count number of chunks in train list(from Train SVN)

• Compare # of OK chunks in GSI and # of chunks in train list, then generate train list 
to be updated if these two number are different

• Generate summary table
===============================
 Good Runs for LHC10e pass1
===============================
                           chunks  chunks  chunks       chunks   chunks    chunks    chunks  chunks          train                           events          min-bias
runNo   Quality  all[ML]  rec[ML] %rec[ML]   ok[GSI]  %ok[GSI] bad[GSI]  train     %train             list    energy  field    rec[ML]         trigger
=============================================================================================================
127719   GOOD    600      598       99.7             |598        100.0         0               |597       99.8                7TeV   7000    0.5     2,843,225       2,690,482
127724   GOOD    600      597       99.5             |597        100.0         0               |597       100.0              7TeV   7000    0.5     2,581,870       2,500,913
127729   GOOD    1,125   1,117    99.3             |1117      100.0         0               |1115      99.8               7TeV   7000    0.5     4,442,891       4,294,480
127730   GOOD    250      245       98.0             |245        100.0         0               |245       100.0              7TeV   7000    0.5     980,896          966,046
127814   GOOD    490      469       95.7             |469        100.0         0               |469       100.0              7TeV   7000    0.5     1,345,544       1,107,977
127815   GOOD    1,298   1,270    97.8             |1269      99.9           1               |1269     100.0              7TeV   7000    0.5     4,108,607       3,392,854
127817   GOOD    1,374   1,327    96.6             |1327      100.0         0               |1327     100.0              7TeV   7000    0.5     4,198,355       3,497,988
127819   GOOD    125      125       100.0           |125        100.0         0               |              _____                        7000    0.5     320,254          253,785
127822   GOOD    525      521       99.2             |521        100.0         0               |521       100.0              7TeV   7000    0.5     1,663,086       1,323,117
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Data Transfer List

• Generate missing runs and file list(check done by comparing alien file lists)

• Runs for run-mode transfer

• Missing files for list-mode transfer

• Check BAD ESDs(failures of Marian’s toolkit) to categorize them to transfer 
failure and central production itself problem(check done by comparing file 
size in alien)

• Transfer failure files for list-mode transfer

• Write down “central production problem” candidate files

Cleaning List

• List of empty folders

• Runs not in the “selected run list”: luminosity scan, standalone and short 
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Outlook and Discussion

• Runs with “INV” flag(Global quality flag 2, 3)

• Cleaning list(once by hands before deleting them)

• Single detector problems written in the run condition table → should 
be propagated into analysis based train output merging step  

Hand Investigation

• Scripts are in train SVN  (STEER/datatransfer)

• Make version for MC data

• What we can share 

• Works requiring “Hand Investigation”(First part for LHC10d,e shared by Yvonne already)

• Full procedure once we are familiar with all the steps

• Following ALICE QA meeting, sharing information and give feed back 
on our analysis list 
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PS. We in HD will copy only ESDs for good runs. Currently LHC10b pass2 copy ongoing


